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Summary

Background: Overall assessments of cost–effectiveness are now commonplace in informing medical policy decision making. It is often important, however, also to investigate how cost–effectiveness varies between patient subgroups. Yet such analyses are rarely undertaken, because appropriate methods have not been sufficiently developed.

Methods: We propose a coherent set of Bayesian methods to extend cost–effectiveness analyses to adjust for baseline covariates, to investigate differences between subgroups, and to allow for differences between centres in a multicentre study using a hierarchical model. These methods consider costs and effects jointly, and allow for the typically skewed distribution of cost data. The results are presented as inferences on the cost–effectiveness plane, and as cost–effectiveness acceptability curves.

Results: In applying these methods to a randomised trial of case management of psychotic patients, we show that overall cost–effectiveness can be affected by ignoring the skewness of cost data, but that it may be difficult to gain substantial precision by adjusting for baseline covariates. While analyses of overall cost–effectiveness can mask important subgroup differences, crude differences between centres may provide an unrealistic indication of the true differences between them.

Conclusions: The methods developed allow a flexible choice for the distributions used for cost data, and have a wide range of applicability – to both randomised trials and observational studies. Experience needs to be gained in applying these methods in practice, and using their results in decision making. Copyright © 2005 John Wiley & Sons, Ltd.

Keywords cost–effectiveness analysis; covariate adjustment; subgroups; multicentre studies; hierarchical models

Introduction

Cost–effectiveness analysis using data from individual patients is now an established process for informing health policy decision making. For example, the results from randomised trials often include an overall cost–effectiveness evaluation [1]. While it is common for analyses of effectiveness outcomes, such as survival, to be extended to consider the effects of baseline covariates, this is uncommon for cost–effectiveness. This is principally because of the technical difficulties of considering costs and effects together in one analysis. In this paper we propose a general set of methods to allow such analyses to be undertaken.

Adjustment for baseline covariates is crucial in non-randomised studies, in order to make proper
allowance for case-mix differences between those patients receiving one intervention and those receiving another [2]. Case-mix characteristics may influence both costs and effects, and unadjusted results are likely to be biased. In randomised trials the rationale for adjusting for baseline variables is both to allow for any chance imbalance in patient characteristics between randomised groups, as well as the possibility of gaining precision in the resulting inferences [3]. It is often likely that the cost–effectiveness of an intervention varies importantly across different groups of patients. For example, patients at high risk may gain the most benefit without the cost of the intervention being much increased [4]. To investigate this, cost–effectiveness needs to be compared between separate subgroups of patients defined by particular characteristics. Examples include the comparison of cost–effectiveness between men and women, between patients of different ages, or between patients in different centres in a multicentre study.

Statistical methods for performing overall cost–effectiveness analyses need to be flexible enough to allow for potential correlation between costs and effects [5], and for the fact that cost data are usually very skewed [6]. The inferences from such analyses involve presentation on the cost–effectiveness plane (CE-plane) [7], as incremental net benefits (INB) [8,9], or as cost–effectiveness acceptability curves (CEAC) [10,11]. The latter explicitly describes a range of inferences depending on the purchaser’s ‘willingness-to-pay’ per unit of health gain [1]. The CEAC provides the probability, given the data available and any prior information, that the new intervention is cost effective for any willingness-to-pay value.

The above are now the standard tools of cost–effectiveness analysis. Their extension to handle covariates has received little previous attention. Work by Hoch and colleagues [12] was based on analysing the net benefit for fixed willingness-to-pay values, rather than costs and effects jointly as a two-dimensional outcome. Willan and colleagues [13] directly considered costs and effects jointly, but assumed that they were normally distributed. Manca and colleagues [14] have considered a hierarchical model in the context of multicentre data, but only for the net benefit. We return to the limitations of these methods in the discussion. The Bayesian methods we present here consider costs and effects jointly, and allow for the skewness typical of cost data; these are important extensions to previously available methods. We develop the methods in the context of two-arm randomised trials of a new intervention against standard treatment, where effects and costs are assessed for each individual over a fixed period of time. However, the methods have wider applicability, for example to non-randomised studies.

Example

The data we use to exemplify the methods come from a randomised trial of case management in psychotic patients [15]. The trial compared intensive intervention (in which managers had a case load of 10–15 patients) with the standard (case loads of 30–35 patients). The rationale for the trial was that, by providing more intensive support, the patients’ use of health and other services might be reduced, and clinical outcomes might be improved. The societal cost for each individual over 24 months was estimated according to recorded resource use (including social, hospital and community components) and fixed unit costs [16]. While clinical outcomes were assessed, the principal effectiveness outcome was the number of days in hospital for psychiatric problems over 24 months [15]. Although this is not a utility measure, it was used in the original cost–effectiveness analysis [16] and is suitable for exemplifying the methods being proposed. As part of the baseline data, information was collected on the number of days each patient spent in hospital in the 24 months prior to randomisation. Patients were recruited from four centres in the UK, and data on costs and effects were available for 667 of the 708 patients randomised (335 in the intervention group and 332 in the control group).

The distributions of the effectiveness outcome (days in hospital) are shown in Figure 1, together with superimposed fitted normal distributions (which are symmetric) and gamma distributions (which are skewed). The gamma distributions clearly fit the data much better than the normal distributions. The cost data are shown in Figure 2, and again gamma fit much better than normal distributions. A summary of the sample mean effects and costs is shown in Table 1. The overall incremental effectiveness is close to zero ($\Delta_e = +0.47$ days), while the overall incremental cost is positive ($\Delta_c = £1849$) but not statistically significant. Hence, overall, intensive case management appears to be slightly more expensive than
standard case management, without changing duration of subsequent hospitalisation. The point estimate of the incremental cost–effectiveness ratio (ICER = ΔC/ΔE) is 1849/0.47 = £3946/day in hospital. The data set is unusual both in the skewed nature of the effectiveness outcome, and in the substantial correlations between the cost and effectiveness outcomes (0.71 and 0.81 in the control and intervention groups, respectively) which arise because the duration of hospitalisation is a strong cost driver [16].

Overall cost–effectiveness

We first consider methods for overall cost–effectiveness [5], and extend this later for handling covariates and subgroups. We denote by $E_{ij}$ the effectiveness outcome, and by $C_{ij}$ the cost, for the $j$th person in arm $i$ of the trial ($i = 1$ control, $i = 2$ intervention). These follow some distributions with unknown mean (represented by $\mu$) and standard deviation (represented by $\sigma$) in each arm of the trial. We use subscript $E$ for effects, and $C$ for costs:

$$E_{ij} \sim \text{Dist}(\mu_{Ei}, \sigma_{Ei})$$
$$C_{ij} \sim \text{Dist}(\mu_{Ci}, \sigma_{Ci})$$

(1)

If we use normal distributions then, for example, the effects in the control group are normally distributed with mean $\mu_{Ei}$ and standard deviation $\sigma_{Ei}$. There are a total of four distributions, one for each of costs and effects in each of the control and intervention arms, as depicted in Figures 1 and 2. In a simple model without covariates, we allow for the potential correlation between costs and effects by writing:

$$\phi_{Eij} = \mu_{Ei} + \beta_i(C_{ij} - \mu_{Ci})$$
$$\phi_{Cij} = \mu_{Ci}$$

(2)

Thus, in arm $i$, the mean cost is the same ($\mu_{Ci}$) for all the patients in that arm, while the predicted

Figure 1. Effectiveness data distributions: Effectiveness data (days in hospital over 24 months) in the case management trial, with fitted densities from normal and gamma distributions: (a) control group, (b) intervention group

Figure 2. Cost data distributions: Cost data in the case management trial, with fitted densities from normal and gamma distributions: (a) control group, (b) intervention group
effect \( (\phi_{Eij}) \) depends, through the parameter \( \beta_i \), on how much the cost \( C_{ij} \) is above the mean cost \( \mu_{Ci} \). The subtraction of \( \phi_{Cij} \) in the first line of (2) ensures that \( \mu_{Ei} \) remains interpretable as the overall mean effect in arm \( i \) of the trial.

Any bivariate normal distributions for costs and effects can be represented by Equations (1) and (2), the correlations being provided for by the regression coefficients \( \beta_i \) which are allowed to be different in the two arms of the trial. The model, for a two-arm trial, has 10 parameters that have to be estimated from the data. These are the mean and standard deviation of effects and costs, and the regression coefficient, in each arm.

The advantage of writing the model in this general form is two-fold. The first is that it directly extends to distributions other than the normal. This is particularly important for cost data, because they are typically extremely skewed, and ignoring this can lead to misleading results [17]. In the example below, we used skewed gamma distributions to represent the cost data of Figure 2. In fact, in our example, we also use gamma distributions for the skewed effectiveness data in Figure 1. Other distributions, such as the log-normal, could also be used for positively skewed distributions, and we return to this point in the discussion. The model even allows more flexibility, since it does not even require that the same distributions are used in both arms of the trial.

The second advantage is that it naturally extends to handling covariates, as explained later.

### Deriving cost–effectiveness summaries

Fitting these models by conventional maximum likelihood is straightforward for the (bivariate) normal case [18], but is difficult when using gamma distributions. Hence, we apply Bayesian methods, details of which are given in the Appendix. Inferences are provided for the incremental cost \( (\Delta_C = \mu_{C2} - \mu_{C1}) \), and the incremental effect \( (\Delta_E = \mu_{E2} - \mu_{E1}) \), between the two arms of the trial. (For the effectiveness outcome in the case management trial, we reverse the sign of \( \Delta_E \) as in Table 1, since shorter hospital stays are better.) The distribution of \( (\Delta_C, \Delta_E) \) on the CE-plane is represented by a contour plot, achieved by smoothing their joint distribution [19]. The incremental net benefit, \( \text{INB}(K) = K \times \Delta_E - \Delta_C \), is a function of the willingness-to-pay value \( K \). The CEAC is a plot of the probability, given the data,
that the intervention is cost effective against $K$, that is of the probability that $\text{INB}(K) > 0$. Model fit was assessed by calculating deviances (minus twice log-likelihood); lower values indicate a better fit to the data.

**Example**

Assessments of the overall cost–effectiveness in the case management trial are shown on the CE-plane in Figure 3(a). These depict the distributions of incremental costs against incremental effects, first when normal distributions are used to model the original costs and effects data (solid line), and secondly when gamma distributions are used (dashed line). The deviances (Figure 3, legend) indicate, not surprisingly given the distributions in Figures 1 and 2, that the model assuming gamma distributions fits the data vastly better than the model assuming normal distributions. The inferences are not identical in the two cases. For the gamma distributions, the mean cost difference is estimated as about £1500, rather than near £2000 as in the normal case. This is because the correlations between costs and effects influence the results differently when assuming different underlying distributions. Also the mean cost difference is less precise (wider contours in the vertical direction) when using gamma distributions.

The consequent effect of the different distributional assumptions on the CEACs is shown in Figure 3(b). Whereas the CEAC assuming normal distributions starts low and rises to around 0.5 (solid line), the CEAC assuming gamma distributions starts somewhat higher (dashed line). Formally therefore, in this case, there would be no difference in the overall decision according to these different choices of distribution (since the probability that intensive case management is cost effective remains below 0.5 at any willingness-to-pay). However, one would clearly prefer to present the results based on assuming gamma distributions, since this model fits the data so much better.

**Covariate adjustment**

Important baseline variables in an economic evaluation might include age, sex, ethnic group, clinical severity and functional status. In cost–effectiveness analyses of randomised trials, adjusting for baseline variables predictive of either effects or costs (or both) should improve precision [20]. We first consider adjusting for a single continuous baseline variable; we take age as an example. We denote by $X_{ij}$ the age of patient $i$ in arm $j$ of the trial, and centre the variable by subtracting the overall mean age ($\bar{X}$) across both arms of the trial. We write the centred variable as $x_{ij} = X_{ij} - \bar{X}$, and adjust both costs and effects for age by extending Equation (2):

\[
\phi_{Eij} = \mu_{Ei} + \beta_{E}(C_{ij} - \phi_{Cij}) + \gamma_{E}x_{ij}
\]

\[
\phi_{Cij} = \mu_{Ci} + \gamma_{C}x_{ij}
\]

Figure 3. Overall cost–effectiveness: (a) Contour plots of cost–effectiveness distributions (5 and 80% contours shown): intensive versus standard case management. Costs and effects are either both fitted by normal distributions (solid line, deviance 22950), or both by gamma distributions (dashed line, deviance 20950). (b) Corresponding cost–effectiveness acceptability curves (CEAC)

Here $\gamma_{E}$ is the regression coefficient of effects on age. By assuming that this is the same in both the intervention and control arms, an adjustment for age is obtained. Similarly, $\gamma_{C}$ is the regression coefficient of costs on age.
Example

We consider adjusting the cost–effectiveness analysis in the case management trial for a single baseline variable, the number of days each patient had been in hospital in the 24 months prior to randomisation. The crude correlations between this variable with costs were 0.40 and 0.42, and with effects were 0.31 and 0.30, in the control and intervention arms of the trial, respectively. The contour plots for cost–effectiveness are shown on the CE-plane in Figure 4(a), unadjusted from model (2) and adjusted from model (3), based on assuming gamma distributions for both costs and effects. The adjusted incremental effect is now around 5 days, rather than 0 days, due to a modest imbalance between randomised groups in the baseline hospitalisation variable. There is a small reduction in the spread of these contour plots, in both the vertical and horizontal directions, indicating some increase in precision for both costs and effects. The improvement in fit is also evidenced by the decrease in deviance (Figure 4, legend). The consequent change in the CEAC in Figure 4(b), comparing the unadjusted (dashed) and adjusted (dotted) lines, comes about both through adjustment for baseline imbalance and increased precision. The increase in precision corresponds to a steeper CEAC, giving more definitive inferences. Moreover, at a willingness-to-pay of greater than £200, a decision maker would favour intensive case management since the adjusted analysis indicates a probability greater than 0.5 that it is cost effective.
Differences between subgroups

Cost–effectiveness may well differ between groups of patients, for example between men and women, or between patients of different ages [24]. Given limited healthcare budgets, it may often be crucial to identify those patient groups with the greatest cost–effectiveness so that resources can be targeted appropriately [4,25]. We first consider whether cost–effectiveness differs according to a continuous baseline variable, such as age. We use the centred continuous variable $x_{ij}$ as above, together with a new variable $I_i$ for group $i$: $I_i = 0$ for the control group and $I_i = 1$ for the intervention group. We modify model (3) as

\[
\phi_{Eij} = \mu_{Ei} + \beta_j(C_{ij} - \phi_{Cij}) + \gamma_{Ei}x_{ij} + I_i\delta_{Ei}x_{ij} \\
\phi_{Cij} = \mu_{Ci} + \gamma_{Ci}x_{ij} + I_i\delta_{Ci}x_{ij}
\]

(5)

We have replaced the regression coefficients $\gamma_E$ by two regression coefficients, $\gamma_E$ in the control group and $\gamma_E + \delta_E$ in the intervention group, and similarly for $\gamma_C$. If the regression coefficients are the same in the two arms (corresponding to $\delta_E = 0$ and $\delta_C = 0$), then we have reproduced the previous model (3). In model (5) however, the mean effect difference $\Delta_E$ is greater by an amount $\delta_E$ per year of age. Similarly, the mean cost difference $\Delta_C$ is greater by $\delta_C$ per year of age. So model (5) provides different estimates of cost–effectiveness according to age, rather than an overall estimate for all ages combined as in model (3). The improvement in fit, comparing model (5) to model (3) is a test of ‘interaction’, which summarises the evidence from the data that the cost–effectiveness is really different according to age.

For a categorical variable, such as sex, we define $X_{1ij}$ and $X_{2ij}$ as in (4) above. We modify model (4) as

\[
\phi_{Eij} = \mu_{Ei} + \beta_j(C_{ij} - \phi_{Cij}) + \gamma_{E1}X_{1ij} + \gamma_{E2}X_{2ij} \\
+ I_i(\delta_{E1}X_{1ij} + \delta_{E2}X_{2ij}) \\
\phi_{Cij} = \mu_{Ci} + \gamma_{C1}X_{1ij} + \gamma_{C2}X_{2ij} \\
+ I_i(\delta_{C1}X_{1ij} + \delta_{C2}X_{2ij})
\]

(6)

The same constraints are used as before (see Appendix). Model (6) provides different estimates of cost–effectiveness in men and women, rather than an overall estimate for men and women combined as in model (4). Interactions according to multi-category variables can be handled in a similar way as before.

Models (5) and (6) are not the same as doing separate analyses in different subgroups, for a number of reasons. First, common standard deviations $\sigma_E$ and $\sigma_C$ in Equation (1) are assumed across subgroups. Similarly, common interrelationships between costs and effects (indicated by the parameters $\beta_j$) are assumed. The model allows for the direct inclusion of continuous variables, which cannot be addressed by subgrouping. Interactions for costs and effects do not have to be considered for the same set of variables. Lastly, interactions with multiple variables can be simultaneously investigated.

Example

It was observed in the case management trial that intensive treatment might be more effective in those psychotic patients with borderline intelligence [26], and less costly [27], as compared to those with normal intelligence. We here investigate this subgroup finding with respect to cost–effectiveness, our analysis being restricted to the 553 patients who undertook the baseline assessment of intelligence used in the trial. In the smaller group of patients with borderline intelligence, intensive case management improved both costs and effects markedly, while if anything the reverse was true for the normal intelligence group (Table 1).

Separate CE-plane contours are shown for the two subgroups in Figure 5(a), derived from model (6), again using underlying gamma distributions for both costs and effects. These are in line with the
crude results in Table 1. The wide spread of contours in the borderline intelligence subgroup is caused by the small number of patients, but despite this the results suggest that intensive case management may be differentially cost effective in the two subgroups. The difference between the deviance of model (6) and that of model (4), based on the restricted set of patients for whom the intelligence assessment was available, is 7.8. Comparing this to a chi-squared statistic on 2 degrees of freedom (corresponding to the 2 extra parameters estimated) yields \( P = 0.02 \). This provides moderately strong evidence that the cost–effectiveness of intensive case management differs between those with borderline and normal intelligence. The corresponding CEACs are shown in Figure 5(b): for all willingness-to-pay values, a decision maker would favour intensive case management for the borderline intelligence subgroup (CEAC above 0.5), but not for the normal intelligence subgroup (CEAC below 0.5).

Differences between centres

It is likely that cost–effectiveness, while showing some similarity, may not be totally homogeneous across centres in a multicentre study [28]. The reasons may include the different levels of service, clinical care and infrastructure available. Lack of homogeneity may be particularly apparent when centres come from different countries [29]. While centre differences could simply be considered as an example of interaction with a categorical covariate, it is in general more reasonable to suppose at least a degree of similarity in cost–effectiveness between centres [30]. For example, the most extreme centre-specific cost–effectiveness estimates, amongst many centres, are likely to be more extreme than is truly the case, by chance alone. This provides a rationale for the use of random centre effects [30], whereby the cost–effectiveness estimates for each centre are shrunk towards the overall average for the whole study; their precision is also improved since information is ‘borrowed’ from other centres [31]. The amount of shrinkage depends on the estimated precision within each centre and true heterogeneity between centres. Such ‘hierarchical model’ analyses are widely advocated in multicentre studies of effectiveness outcomes [32], and are starting to appear in analyses of multicentre cost data [33] and INB [14]. However, they have not yet been directly applied to costs and effects considered as a joint bivariate outcome.

We implement such an analysis as an extension to model (6). As before, for a set of \( S \) centres, we define \( S \) dummy variables, with \( X_{sij} = 1 \) only if the \( i \)th patient in arm \( j \) is in the \( s \)th centre. For each centre, \( s = 1 \ldots S \), there are corresponding regression coefficients \( \gamma_{Es}, \gamma_{Cs}, \delta_{Es} \) and \( \delta_{Cs} \) in model (6); \( \delta_{Es} \) and \( \delta_{Cs} \) represent the set of differences between centres in incremental effects, and in incremental costs, respectively. The final stage is to model a degree of similarity between centres by assuming that \( (\delta_{Es}, \delta_{Cs}) \) are ‘random effects’ drawn from a bivariate normal distribution. This is the same idea as in ‘random effects’ meta-analysis, where effects in different studies are assumed to be similar but not identical, and are modelled as being drawn from some distribution [31]. Further details of the
model are given in the Appendix, together with information on the priors used in the Bayesian analysis.

Example

Patients in the case management trial came from four centres in the UK [15]. Different centres showed apparently different incremental effects and (to a lesser extent) costs (Table 1), although tests of interaction for effects and costs were both not significant [15, 16]. The point estimates of the ICERs varied considerably. Using model (6) in which differences between centres are simply represented by a variable with four categories gives the contours on the CE-plane shown in Figure 6(a); the overall results across all centres is also shown. The contours for each separate centre are more widely spread out than for the overall results because of the smaller numbers of patients. The middles of the contours are in line with the centre-specific estimates in Table 1. One centre (centre 3) shows a high probability of cost-effectiveness, while the other centres do not. This is also clear from the corresponding CEACs in Figure 6(b).

The analogous results using a hierarchical model for centre differences are shown in Figure 7. Comparing Figure 7(a) with Figure 6(a), which are drawn on the same scale, reveals that the centre-specific contours are now estimated to be more similar, and that they are more precise. This results from the ‘borrowing of information’ about cost-effectiveness across centres [31]. Similarly, in Figure 7(b), the centre-specific CEACs are closer to the overall CEAC. Even so, in centre 3, intensive case management would be judged cost effective for a willingness-to-pay above about £200

Figure 6. Crude centre differences: (a) Contour plots of cost-effectiveness distributions, overall and by centre (5 and 80% contours shown): intensive versus standard case management. Costs and effects are both fitted by gamma distributions. (b) Corresponding cost-effectiveness acceptability curves (CEAC).

Figure 7. Estimated centre differences using a hierarchical model: (a) Contour plots of cost-effectiveness distributions, overall and by centre (5 and 80% contours shown): intensive versus standard case management. Costs and effects are both fitted by gamma distributions. (b) Corresponding cost-effectiveness acceptability curves (CEAC).
(CEAC above 0.5), while for the other centres this is not the case.

Discussion

This paper has proposed methods for incorporating covariate adjustment, subgroup analysis and between-centre differences into cost–effectiveness evaluations. These have rarely been undertaken in the past, no doubt due to the technical difficulty of addressing both effects and costs simultaneously and of allowing for the typically skewed distribution of cost data. Similar analyses for effectiveness data alone, such as survival or other clinical outcomes, are well established [34]. There is a limited amount of work undertaking such analyses for cost data alone, for example based on the use of generalised linear models [35,36]. In our example, we used a gamma distribution for costs and an identity link function, whereby the covariates acted additively on the predicted mean, in line with recent analyses of the same data [37]. The novel aspect of our paper lies in the simultaneous handling of costs and effects, to provide cost–effectiveness inferences in the form of CEACs. This is done within a flexible parametric Bayesian framework, in which a variety of distributions can be used for the underlying skewed cost data [5,17]. The adoption of a Bayesian analysis has the additional advantage that informative priors for parameters, if that were considered appropriate in a particular application, could be easily introduced.

Development of methods for handling covariates in cost–effectiveness evaluations has been considered in two previous publications. Work by Hoch and colleagues [12] was based on deriving a one-dimensional summary using the net benefit statistic. For a specific values of $K$, the willingness-to-pay, the net benefit was calculated for each individual in a study. Then intervention effects, covariate adjustment, and interaction effects were estimated by ordinary least squares regression. This method suffers some limitations. First separate analyses are needed across a range of values of $K$, so that no overall assessment of the importance of covariates or subgroups is provided. Secondly ordinary least squares regression assumes that net benefits are normally distributed. This is unreasonable when net benefits are highly skewed (because of either skewed costs or effects).

Willan and colleagues [13] directly considered the two-dimensional aspects of costs and effects. However, their analyses were limited to normal distributions, and assumed constant variances between intervention and control arms, for both costs and effects. They also assumed that the correlation of costs and effects were the same in the intervention and control arms. Although they investigated the potential impact of skewness by undertaking simulations, it is known that covariate effects can be sensitive to skewness [37]. These limitations make such models unlikely to be fully appropriate for real data. One important aspect of our models is that the distribution used for the cost data (and the effects data) can be chosen carefully for the data at hand. We have shown elsewhere that such choice can materially affect the conclusions about incremental costs [17]. The sensitivity of results to choice of distribution will carry through to the more complex cost–effectiveness analyses incorporating covariates that we consider here. While others have considered log-normal distributions for cost data [38,39], we did not do so here in this paper, partly in the interests of brevity, partly because the gamma distribution fitted our cost data better [17], and partly because, in common with others [36], we have found that the log-normal distribution often has too heavy a right-hand tail for reliable estimation of population mean costs.

In undertaking subgroup analyses in practice, two important issues must be acknowledged. The first is that subgroups should be directly compared. This is the virtue of a test of interaction such as we have employed, rather than simply testing the results in separate subgroups [40]. The second is that, if many subgroups are investigated or if they are not specified in advance of looking at the data, there is a danger of at least some false-positive results [41]. Conventionally, such ‘data-dredging’ can be controlled by pre-specifying subgroups in which different health policy decisions could reasonably be made, by limiting the number of subgroups investigated, and by using a more stringent level of statistical significance before subgroup differences are accepted. Although statistical significance has been argued to be somewhat irrelevant to economic decision making [42], it is unlikely that subgroup differences in cost–effectiveness would be accepted without strong direct evidence. Also, the presence (or absence) of interactions for either costs or effects by themselves does not imply the presence
(or absence) of an interaction for cost–effectiveness [43].

The use of hierarchical models for estimating the differences between centres in cost–effectiveness have been considered previously only by Manca and colleagues [14]. They, however, worked on the one-dimensional net benefit scale, performing analyses for a range of specific values of $K$, the willingness-to-pay. This suffers similar limitations as discussed above regarding the work of Hoch and colleagues [12], namely separate analyses across a range of $K$ are needed, no overall assessment of between-centre heterogeneity is made, and normality of net benefits is assumed. Our consideration of how to model between-centre differences in cost–effectiveness analyses is apparently novel. These extend similar analyses, advocated for effectiveness outcomes alone, to cost–effectiveness. We should expect that centres in a multicentre study show results that are to a degree similar, and therefore the idea of shrinkage of observed centre-specific results towards the overall mean for all centres is intuitively reasonable. It also avoids the problems of multiple comparisons mentioned above when there are many centres. We have provided one way of undertaking this analysis, but should note a caveat in our example. There were only four centres, and it was difficult to estimate the parameters of the bivariate normal distribution assumed for the centre effects (see Appendix). The method would work more reliably if there were more centres.

The methods we have proposed still have some limitations. We have not addressed the handling of missing data, nor their application to censored cost and survival data [44]; these are important extensions that need to be developed. While our methods are technically more difficult to implement than those recently proposed by Willan and colleagues [13], they are more flexible and so have the capacity to be more appropriate for real data. Experience with using these models in practice is now needed, partly to investigate whether their additional flexibility leads to greater reliability in the cost–effectiveness conclusions derived.
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Appendix

(a) Implementation of Bayesian methods

The methods were implemented using Markov chain Monte Carlo (MCMC) methods in the software BUGS [45]. Bayesian methods require prior distributions for the parameters of the distributions. Here we use priors intended to be non-informative, so that the resulting inferences only depend on the data. Specifically, we use uniform priors for all the $\mu$'s, $\beta$'s, $\gamma$'s and $\delta$'s, as well as for the log($\sigma$)'s in the normal distributions. We parameterised the gamma distribution in terms of its mean $\mu$ and shape $\rho$, and put a uniform prior on $\rho$. Posterior distributions of quantities of interest for inferences about cost–effectiveness were derived from 20 000 iterations of the Markov chain, after an initial 5000 iterations were discarded to ensure convergence [45]. Example BUGS code is available from www.mrc-bsu.cam.ac.uk/personal/richard/downloads.html.

(b) Models for categorical variables and differences between centres

The constraints needed in model (4) to ensure the correct interpretation of $\mu_E$ and $\mu_C$ (and hence of $\Delta_C$ and $\Delta_E$) are $\gamma_{E1} X_{1+} + \gamma_{E2} X_{2+} = 0$ and $\gamma_{C1} X_{1+} + \gamma_{C2} X_{2+} = 0$, where $X_{s+}$ is the mean of $X_{sj}$ over all the study participants. Similarly, for a categorical variable with $S$ levels represented by dummy variables $X_{sj}$ ($s = 1 \ldots S$), the necessary constraints are $\sum \gamma_{E} X_{s+} = 0$ and $\sum \gamma_{C} X_{s+} = 0$. For model (6), we also require $\delta_{E1} X_{1+} + \delta_{E2} X_{2+} = 0$ and $\delta_{C1} X_{1+} + \delta_{C2} X_{2+} = 0$. Similarly, for a categorical variable we require $\sum \delta_{E} X_{s+} = 0$ and $\sum \delta_{C} X_{s+} = 0$. These constraints, that the coefficients sum to zero over all the study participants, are a commonly available option in statistical software.

For $S$ centres, the differences in incremental effects ($\delta_E$) and in incremental costs ($\delta_C$) between centres are the ‘centre effects’. So, in modelling them as random effects, we assume the set of ($\delta_E$, $\delta_C$) are drawn from a bivariate normal
distribution with means zero, variances $\tau_E^2$ and $\tau_C^2$ with correlation $\rho_{EC}$. To maintain the correct interpretation of the $\delta_E$'s, they are finally rescaled to $\delta_{Ei} = \delta_{Ei} - \sum \delta_{Ei} X_i$, for each $i = 1 \ldots 5$, and similarly for the $\delta_C$'s. This ensures that $\sum \delta_{Ei} X_i = 0$ and $\sum \delta_{Ci} X_i = 0$ as required. $\mu_{EI}$ is also rescaled to $\mu_{EI} = \mu_{EI} + I, \sum \delta_{Ei} X_i$, and similarly for $\mu_{CI}$. In our example there were only four centres with which to estimate the 3 parameters of the bivariate normal distribution. So to implement the analysis, we had to make the assumption that $\rho_{EC}$ was zero, while using uniform priors for $\tau_E$ and $\tau_C$.

References


