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How sensitive are cost-effectiveness analyses to choice of parametric distributions?

Summary

Background: Cost-effectiveness analyses of clinical trial data are based on assumptions about the distributions of costs and effects. Cost data usually have very skew distributions, and can be difficult to model. We investigate whether choice of distribution can make a difference to the conclusions drawn.

Methods: We compare three distributions for costs data – normal, gamma and lognormal – using similar parametric models for the cost-effectiveness analyses. Inferences on the cost-effectiveness plane are derived, together with cost-effectiveness acceptability curves. These methods are applied to data from a trial of rapid magnetic resonance imaging (rMRI) investigation in patients with low back pain.

Results: The gamma and lognormal distributions fitted the cost data much better than the normal distribution. However, in terms of inferences about cost-effectiveness, it was the normal and gamma distributions that gave similar results. Using the lognormal distribution led to the conclusion that rMRI was cost-effective for a range of willingness-to-pay values where assuming a gamma or normal distribution did not.

Conclusions: Conclusions from cost-effectiveness analyses are sensitive to choice of distribution and, in particular, to how the upper tail of the cost distribution beyond the observed data is modelled. How well a distribution fits the data is an insufficient guide to model choice, and a sensitivity analysis is necessary. The conclusions from existing cost-effectiveness analyses, which have not explored this issue, should be regarded with caution.
Introduction

Undertaking cost-effectiveness analyses using individual patient data from randomised trials is now common practice. Simple comparisons of average costs, and separately of average effects, between randomised groups need to be supplemented by cost-effectiveness analyses that formally offset, for example, health gains against increased costs [1]. The inferences from such analyses can be presented on the cost-effectiveness plane (CE-plane) [2], to depict the joint uncertainty around the mean cost difference and the mean effect difference [3]. Using the societal or purchaser’s ‘willingness-to-pay’, the economic value put on a unit of health gain, the incremental monetary net benefit (INB) is calculated taking into account the mean differences in both costs and effects between randomised groups [4]. The probability, given the data, that one intervention is cost-effective, for a range of willingness-to-pay values, can be shown as a cost-effectiveness acceptability curve (CEAC) [5]. These are now the accepted tools for cost-effectiveness analysis of clinical trial data.

Such analyses rely on statistical models, sometimes explicit and sometimes implicit, which describe the distribution of costs and effects and their interrelation across individuals in the trial [6,7]. The choice of models used in practice is sometimes rather arbitrarily made, for example on the basis of familiarity or ease of computation. Here we investigate whether the results of cost-effectiveness analyses depend on how the data are modelled. Our context is two-arm randomised trials, say of a new intervention against standard treatment, where continuously distributed effects and costs are assessed for each individual over a fixed period of time.

Often the assumption is made that the data on costs and effects for individuals in each arm of the trial follow normal distributions and that they are linearly correlated [6,8]. This is equivalent to assuming that costs and effects have a bivariate normal distribution in each arm of the trial. While such an assumption may be convenient for
computational purposes, it is rarely realistic. In particular, cost data usually have extremely skew distributions [9], not at all like a symmetric normal distribution. Other methods have therefore been proposed, including non-parametric bootstrapping [10] and parametric modelling [11]. Non-parametric bootstrapping is usually based on the distribution of average costs and effects across repeated samples, drawn from the original data with replacement [7]. While this procedure goes some way to accommodating the skewed nature of cost data, reliance on using simple averages usually gives similar results to assuming normal distributions [12]. This is especially the case for larger sample sizes, through the action of the central limit theorem [7]. We therefore confine our attention to parametric modelling in this paper.

We compare cost-effectiveness analyses for three commonly used distributions for cost data – normal, gamma and lognormal distributions. We propose statistical models for each of these cases, and compare the results as applied to a trial in patients with low back pain. In our example, the effects data are apparently adequately represented by a normal distribution.

**Methods**

*Low back pain trial*

The data we use to exemplify the methods were collected in a randomised trial of patients with low back pain [13]. In brief, 380 patients were recruited when they were referred by their physician to one of four imaging centres in Washington State, USA. 190 were randomised to investigation by rapid magnetic resonance imaging (rMRI), and 190 to standard X-ray investigation. The issue being addressed by the trial was whether rMRI would allow better diagnosis and treatment, or simply lead to unnecessary treatment without improvement in symptoms. Follow-up of patients continued for 12 months. The effectiveness data considered here is the change from
baseline of each patient’s modified Roland back pain score [14]. Although this is not a utility measure, it is adequate for exemplifying the methods being proposed. The total health care costs (in US $) for each patient were calculated from resource use data (investigations, interventions, medical services) and fixed unit costs [13]. Resource use unrelated to back pain was excluded. Data on costs or effects were available for a total of 365 of the 380 patients randomised.

Normal distribution for costs

We first model both costs and effects using normal distributions. In each arm of the trial, the effect \( E_i \) and cost \( C_i \) for patient \( i \) are assumed to follow correlated normal distributions:

\[
E_i \sim \text{Normal}(\mu_{E_i}, \sigma_{E_i}^2) \\
C_i \sim \text{Normal}(\mu_{C_i}, \sigma_{C_i}^2) \\
\mu_{E_i} = \mu_E + \beta (C_i - \mu_C)
\]

Here the costs have a normal distribution with mean \( \mu_C \) and standard deviation \( \sigma_C \).

Effects have a standard deviation \( \sigma_E \) and a mean that depends, through the parameter \( \beta \), on how much the cost \( C_i \) is above the mean cost \( \mu_C \). The subtraction of \( \mu_C \) in the third line of (1) ensures that \( \mu_E \) remains interpretable as the overall mean effect in the arm of the trial. Any bivariate normal distribution can be represented by the equations in (1), the correlation being provided for by the regression coefficient \( \beta \). However the formulation in (1) is convenient for making extension to other distributions for costs, as described later.

The above model, for a two-arm trial, has 10 parameters that have to be estimated from the data. These are the mean and standard deviation of effects and costs, and the regression coefficient \( \beta \), in each group. The model allows the correlation between
costs and effects to be different in the two arms of the trial, through the separate respective $\beta$ parameters.

**Gamma distribution for costs**

To represent the usual skewness in cost data, we modify the above by using a gamma rather than a normal distribution for costs, while maintaining the normal distribution for effects. In each arm of the trial, we assume:

$$E_i \sim \text{Normal}(\mu_{Ei}, \sigma_{E}^2)$$

$$C_i \sim \text{Gamma}(\mu_c, \rho_c)$$  \hspace{1cm} (2)

$$\mu_{Ei} = \mu_E + \beta (C_i - \mu_c)$$

The gamma distribution for the costs above is parameterised by its mean $\mu_c$ and ‘shape’ $\rho_c$ [15]; the standard deviation is then the mean divided by the square-root of the shape, that is $\mu_c/\sqrt{\rho_c}$. Otherwise the formulation of model (2) is the same as model (1), and it also has 10 parameters for a two-arm trial.

**Lognormal distribution for costs**

As an alternative to the gamma distribution for modelling skewed cost data, we also use a lognormal distribution. This is equivalent to assuming that the log costs are normally distributed. In each arm of the trial:

$$E_i \sim \text{Normal}(\mu_{Ei}, \sigma_{E}^2)$$

$$C_i \sim \text{Lognormal}(\nu_c, \tau_c^2)$$  \hspace{1cm} (3)

$$\mu_{Ei} = \mu_E + \beta (C_i - \mu_c)$$

where $$\mu_c = \exp(\nu_c + \tau_c^2/2)$$

Here $\nu_c$ is the mean and $\tau_c$ the standard deviation of the log costs. Whereas $\exp(\nu_c)$ is the geometric mean cost, which is not relevant to cost-effectiveness analyses [10], $\exp
(\nu_c + \tau_c^2/2) is the mean cost on the original scale [7,12]. This explains the definition of \mu_c in the last line of (3) above. Otherwise the model is similar to (1) and (2), and again has 10 parameters for a two-arm trial.

Implementation

Fitting these models by conventional maximum likelihood is straightforward for the (bivariate) normal case [16], but is more difficult for the gamma and lognormal distributions. Hence we chose to use Bayesian methods, implemented using Markov chain Monte Carlo (MCMC) methods in the software BUGS [17]. This also has the advantage of giving the natural interpretation of the CEAC [6] as providing the posterior probability, given the data, that the intervention is cost-effective. Bayesian methods require prior distributions for the parameters of the distributions. Here we use ‘vague’ priors, intended to be approximately non-informative, so that the resulting inferences essentially depend only on the data. Specifically, we use wide uniform priors for all the \mu’s, for the \beta’s, for the \log(\sigma)’s in the normal distributions, for \rho_c in the gamma distribution, and for \log(\tau_c) in the lognormal distribution [18].

Posterior distributions of quantities of interest for inferences about cost-effectiveness were derived from 20,000 MCMC iterations, after an initial 5000 iterations were discarded to ensure convergence [17]. These posterior distributions are summarised as means and 95% credible intervals. The quantities include the average cost difference (\Delta_c), and the average effect difference (\Delta_e), between the two arms of the trial. The distribution of (\Delta_c, \Delta_e) on the CE-plane was represented by a conventional contour plot, achieved by smoothing their joint posterior distribution [19]. The incremental net benefit, INB(K) = K\Delta_e - \Delta_c, is a function of the willingness-to-pay value K. The CEAC is a plot of the probability, given the data, that the intervention is cost-effective against K, that is of the probability that INB(K) is positive.
Results

Normal distributions fitted the effects data well in both arms of the trial (Figure 1). The cost data were considerably skewed (Figure 2); most costs were below $1000 but a few were above $10,000. A gamma or lognormal distribution clearly fitted the data much better than a normal distribution. However it is hard to judge by visual inspection which of the gamma or lognormal is better.

The estimated mean effects and costs, all fitted independently of each other, are shown in Table 1. A lower deviance (minus twice log likelihood) indicates a better fit to the data, so the results confirm that the gamma and lognormal distributions fitted the cost data much better than the normal distribution. In the X-ray group the fit of the gamma and lognormal distributions are almost the same, whereas in the rMRI group the lognormal distribution is a better fit. Looking back at Figure 2, one can see this is because the lognormal distribution, with its heavier right-hand tail, more easily encompasses the extreme costs observed in this group.

The inference about the mean costs is very substantially affected by choice of distribution. For example, if a lognormal rather than a gamma distribution is chosen for the costs in the X-ray group, the mean costs are estimated as about $450 greater (Table 1); this is despite the fact that both distributions fitted the data about equally well. In contrast, the choice of distribution makes little difference to the estimated mean cost in the rMRI group, despite the differences in how well the distributions fitted the data.

The combined models for costs and effects are shown as contour plots on the CE-plane in Figure 3. Contours enclosing 5%, 50% and 95% of the joint distribution of the mean cost and mean effect differences are shown, for each choice of assumed
distribution for the original cost data. The vertical scale gives the cost difference, showing that there is evidence of a higher mean cost in the rMRI group when assuming either a normal or gamma distribution for costs, but not when assuming a log normal distribution. The estimated effect difference (horizontal scale) is similar whatever distribution is chosen for costs, and is small. When using a lognormal distribution for costs, which causes an increase in the estimated mean cost in the X-ray group (Table 1), the contours on the CE-plane then become centred much more round the origin (Figure 3). Because the costs and effects were not substantially correlated in the trial data (r = 0.14 in the X-ray group and 0.08 in the rMRI group), the major axes of the ellipse-shaped contours are approximately horizontal and vertical. The deviances for these combined models of costs and effects (Figure 3) indicate that the lognormal distributions for costs fitted somewhat better than the gamma distributions, and that both of these fitted substantially better than the normal distributions.

These cost-effectiveness results on the CE-plane are re-expressed as CEACs in Figure 4. Again there is little apparent difference between results from the normal and gamma distribution assumptions for costs, despite the obvious difference in fits. Both indicate that the probability that rMRI is cost-effective is low (below 30%) at a willingness-to-pay of less than $1000, and never rises above 50% for any value of willingness-to-pay. Thus the conclusion, from these analyses, is that rMRI should not be introduced. However, using a lognormal distribution, the probability that rMRI is cost-effective is above 50% at a willingness-to-pay of $100 or greater. Formal decision-theoretic rules [20] would then suggest that rMRI should be introduced as a cost-effective strategy, provided the willingness-to-pay is at least $100.

To explore the sensitivity of inferences about cost-effectiveness to the assumed shape of the upper tail of the X-ray group cost distributions, we investigated the use of a truncated lognormal distribution. The lognormal distribution was truncated at various
high cutoff points, well beyond the range of the observed data, thereby assuming that costs higher than these cutoffs could not occur. Such truncation hardly affects at all the fit of the distribution to the observed data. Recall that, compared to using a normal distribution, using a full lognormal distribution estimated the mean cost in the X-ray group as about $450 greater (Table 1). When the lognormal distribution was truncated at twice the maximum observed cost, the estimated mean cost was only about $200 greater. Even truncating at five times the maximum observed cost, the mean was only about $300 greater, still less than the $450 greater figure obtained when using the full lognormal distribution. In contrast, truncating the normal or gamma distribution at twice, or five times, the maximum observed cost had almost no effect on the estimated mean cost compared to the use of full normal or gamma distributions. These results thus show substantial sensitivity of inferences to what is assumed about shape of the upper tail of the cost distribution, way beyond the observed data.

**Discussion**

We have shown that the conclusions from cost-effectiveness analyses are sensitive to the assumptions made about the distributions of cost. It might be argued that one should simply choose distributions that fit the data well, and then rely on conclusions derived from the consequent analyses. However, this is inadequate for two reasons. First, distributions that fit the cost data very differently can give similar inferences, as exemplified by the normal and gamma distributions for our back pain trial example. Second, distributions that fit the data similarly can give rise to very different inferences, as shown for the gamma and lognormal distributions in our example. The preferred choice of distribution was not very clear for the low back pain trial; although the lognormal distribution fitted the cost data somewhat better overall, this was mainly because of the presence of a few high cost outliers in the rMRI group.
Because inferences derived from cost-effectiveness analyses are conditional on the model being used, it is necessary to undertake a sensitivity analysis of how choice of distributions, amongst those that apparently fit the data well, affects the results. This however is easier said than done. Over what set of distributions should the sensitivity analysis be done? We have chosen three commonly used distributions, but there would be many others that could be used; there is no underlying theory that determines what might be a suitable choice of distribution for cost data. The advocacy of one particular distribution, for example the lognormal, as the distribution of choice for cost data, either in particular datasets [12] or in general [21], is not tenable. Thus existing cost-effectiveness analyses, which have not explored the issue of sensitivity to choice of distribution for modelling costs, should be regarded with caution.

Inferences about costs will often be sensitive to the shape and extent of the right-hand tail of the fitted distribution beyond the range of the data, amongst distributions that fit the observed data equally well. For example, the lognormal distribution generally gives higher estimated mean costs than the gamma or the normal, while the log-logistic (which has an even heavier right-hand tail than the lognormal) can give even more extreme results [18]. Our results obtained using a truncated lognormal distribution emphasise this sensitivity of inferences to what is assumed about the upper tail of cost distributions. Truncating a cost distribution at, say, twice the maximum observed cost might in fact be more realistic than allowing an arbitrarily long tail, since costs for individual patients must have some finite limit in practice. However, only with an unrealistically large amount of cost data could one ever be confident about choosing an appropriate model for the upper tail of their distribution.

Using non-parametric bootstrapping does not circumvent the issue of model choice. First a decision has to be made as to which statistic is to be monitored in the repeated samples. If this is the sample mean cost, the results will be similar to those based on a
parametric assumption of normality [7]. If the mean of a lognormal distribution is chosen, using the last line of model (3), then the results will be similar to those based on a parametric assumption of lognormality. Although non-parametric bootstrapping does not assume any particular form of distribution, the choice of statistic used implicitly does. Moreover the validity of the non-parametric bootstrapping depends on the observed distribution of the data being an adequate representation of the true underlying distribution which, in the case of extremely skew cost data, will only be true for large sample sizes [7].

The bivariate normal model adopted here is the same as that introduced earlier by others [6]. We have extended this basic bivariate normal model to allow for other, more realistic, distributions of costs. The model could be similarly extended for other distributions of effects. We have made effects a function of costs, as implied by the regressions in the third line of each of models (1), (2) and (3). For model (1), whether effects are regressed on costs or vice-versa makes no difference; both represent the same bivariate normal distribution model. For the gamma model and lognormal model, however, slightly different results would ensue. In our case, where the correlations between costs and effects were low, it made no material difference. It is also possible to model effects as linearly related to log costs, rather than untransformed costs; again this made little difference in our example.

One advantage of the parametric modelling framework adopted here is the ease with which it extends to the inclusion of covariates. Including baseline covariates in the model for either costs or effects in a randomised trial not only adjusts for chance imbalance in the randomisation, but also should improve precision [22]. In the context of an observational study, adjustment for case-mix variables is essential in attempting to remove sources of confounding [22]. Inclusion of covariates can also be used to estimate cost-effectiveness within subgroups of patients in trials. A more complex extension would be to the case of censored effects and costs data [16]. These
are important areas that require further research. Meanwhile, the conclusion remains that, since inferences are not robust to choice of parametric distribution, sensitivity analyses with alternative distributions need to be undertaken before drawing conclusions about cost-effectiveness.
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Table 1: Effects (change in backpain score) and costs ($) from the low back pain trial, fitted separately to various distributions.

<table>
<thead>
<tr>
<th>Group</th>
<th>Distribution</th>
<th>Effects</th>
<th>Mean</th>
<th>95% credible interval</th>
<th>Deviance</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-ray</td>
<td>Normal</td>
<td>3.93</td>
<td>(2.97,4.89)</td>
<td>1239</td>
<td></td>
</tr>
<tr>
<td>Costs</td>
<td>Normal</td>
<td>1652</td>
<td>(1332,1963)</td>
<td>3461</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Gamma</td>
<td>1675</td>
<td>(1413,1975)</td>
<td>3185</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Log-normal</td>
<td>2106</td>
<td>(1576,2846)</td>
<td>3181</td>
<td></td>
</tr>
<tr>
<td>rMRI</td>
<td>Effects</td>
<td>Normal</td>
<td>3.89</td>
<td>(2.87,4.90)</td>
<td>1258</td>
</tr>
<tr>
<td></td>
<td>Costs</td>
<td>Normal</td>
<td>2121</td>
<td>(1644,2604)</td>
<td>3616</td>
</tr>
<tr>
<td></td>
<td>Gamma</td>
<td>2152</td>
<td>(1817,2549)</td>
<td>3283</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Log-normal</td>
<td>2100</td>
<td>(1660,2677)</td>
<td>3230</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1: Effects data from the low back pain trial, along with fitted densities from a normal distribution.
Figure 2: Cost data from the low back pain trial, along with fitted densities from normal, gamma and lognormal distributions.
Figure 3: Contour plots of cost-effectiveness density: rMRI minus X-ray. Effects are fitted by a normal distribution; costs are fitted by normal, gamma and lognormal distributions. Contours are drawn to include 5%, 50% and 95% of the joint distribution in each case.

Figure 4: Cost-effectiveness acceptability curves of rMRI compared to X-ray. Effects are fitted by a normal distribution; costs are fitted by normal, gamma and lognormal distributions.